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Summary. The article highlights the place of neural net-
work modeling of language units as a relevant and innovative
tool for modern research (primarily, comparative linguistics,
corpus, computer, etc. linguistics). Attention is focused on
the productivity of the latter for use in the learning process:
semantics (this refers to the ability of artificial neural net-
works to capture the context and peculiarities of transforma-
tional changes in the meaning of language corpora, which
occurs due to properly structured training); lexicology (we
are talking about modifications of the meaning of language
units, the tracking of the genesis of which is possible due to
the interaction of an artificial neural network with an array
of text data (large corpora): thus, in the process of interac-
tion, shades of meanings and changes in the actualization
of certain lexical units (words) in different situations are ta-
ken into account); stylistics (this means improving the locali-
zation of complex sense constructions related to emotionali-
ty (irony, sarcasm, absurdity, etc.), which, in turn, will allow
taking into account not only the surface meanings of words
but also the specifics of their emotional differentiation, distin-
guishing, with the help of an artificial neural network, shades
of semantics and their stylistic functionality); translation studies
(the possibility of a structured representation of contextual
data, which, in turn, produces a better distinction between
shades of meaning and features of linguistic pragmatics rela-
ted to the specifics of their actualization); integrated linguis-
tic analysis (we are talking about cross-modal analysis, which
studies intertextual, inter-auditory, and intermedial relations,
which produces a deeper understanding of the peculiarities
ofthe use of language units in the communication plane (ranked
by several communicative acts and the specifics of their
deployment and dynamics)), etc.

Thus, neural network modeling of language units actuali-
zes innovative tools and produces new challenges and opportu-
nities for industry research. We are talking about the prospects
of improving neural network models on large data corpora
(for example, lexicology, phraseology), building their training
process (for example, semantics, morphology), and producing
on its basis an understanding of complex language structures
(for example, derivatology, syntax) and improving interaction
in the context of language pragmatics (for example, seman-
tics, stylistics). The above shows that neural network modeling
of language units is a productive area of linguistic research.
It is noteworthy that the impact of its existence in the context
of technology and socio-cultural transformations is significant.
First of all, it means that the study of linguistic and pragmat-
ic aspects in this context will produce the creation of more
intellectually intensive and adaptive systems at the intersec-
tion of the linguistic poly system and digitalization processes
(for example, data science).

Key words: language units, language units analysis, text
analysis, machine learning, artificial neural networks, neural
network modeling.

Statement of the problem in general terms and its connec-
tion with important scientific or practical tasks. The process
of neural network modeling, which is based on artificial neural net-
works that are similar in structure to the human brain, is a field that
has great potential for modifying modern science. We are talking,
first of all, about the humanities, since neural network modeling
allows: a) processing of a large amount of data (for example, ana-
lysis of textual data), which, in turn, shows the effectiveness of their
use for the study of discourse, discursive practices, etc; b) actuali-
zing the context in the above-mentioned process: an artificial neural
network can detect correlations in a large array of data (for example,
large language models), representing them in all the complexity
of mutual influence and building patterns, highlighting trends, etc;
¢) emphasizing the globalization component of the existence
of modern science: the use of the above-mentioned technologies
in the process of recognizing certain language structures, etc.,
and automated translation systems (for example, DeepL), etc, pro-
duces intensification of communication between representatives
of different ethnic groups and exchange of experience between
them, etc; d) identifying trends and patterns, to highlight possible
integrated (intertextual, inter-auditory, intermedial) connections
in a range of humanities studies, which produces the identification
of the core themes of the latter and the formation of prospects for
the development of the field, as well as the generation of ideas based
on the collected data and within the framework of current concepts.

Thus, for the humanities, neural network modeling is an inno-
vative tool with a fundamentally new research methodology, thanks
to which the latter is being improved, complicated, and accelerated.
First of all, this is due to the special, integrated nature of the artificial
neural network construct, which underlies the above process. It is,
in turn, a combination of computing power with creativity, know-
ledge intensity, and intellectuality that produces new approaches to
the study and understanding of complex objects of analysis. There-
fore, the humanities, by integrating neural network modeling into
their paradigm, make a significant contribution to the development
of understanding of the modern world in the context of the dynam-
ics of socio-cultural, axio-gnosological, and other processes.

Therefore, the use of neural network modeling of language
units is a promising area of research that is productive in the context
of expanding the scope of application, taking into account linguis-
tic differences in correlation with actualized cognitive processes,
etc. In addition, the above-mentioned process is representative
of the nature of the language poly system and the peculiarities of its
variability (in particular, in the context of recognizing linguistic
markers of the categories of sense and absurdity in political Internet
discourse), which is the relevance of this research.
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Analysis of the latest research and publications on the topic,
highlighting the previously unresolved parts of the general
problem to which this article is devoted. The problem of linguis-
tic and pragmatic features of neural network modeling of language
units has a multilayered nature, which, first of all, produces its actu-
alization in several interdisciplinary and integrated works. Thus,
in the study of A. Bonde et al. [1] highlight the linguistic and prag-
matic features of actualizing natural language processing (herein-
after — NLP) to create query schemes for postoperative superficial
infections. The authors emphasize that they have trained a univer-
sal language model of forward and backward reading on unlabeled
postoperative cards. The scientists note that the above models were
retrained on labeled data for SSSI classification, and the resear-
chers propose the training implementation as an autonomous
machine learning (SAM) and human-intervention (HIT) pipeline.

The experience of working with a multidimensional deep con-
volutional neural network with a long short-term memory with
an attention mechanism (AM-MDC-LSTM) is presented in the
study of H. Xu et al. [2]. In the analyzed study, the authors empha-
size that updating the attention mechanism and using convolutional
weights of different sizes significantly improves the performance
of the neural network model. In particular, the researchers note that
the above improves the work with individual exogenous variables
and the extraction of local spikes and global periodic features with
an obvious pattern. The authors consider it productive to combine
these features with long short-term memory networks to extract
temporal features reflected in certain groups of data.

Asstudy of sentiment analysis as an important component of neu-
ral network modeling is presented in the study of H. Murfi et al. [3].
In this study, the authors present the specifics of sentiment analy-
sis, a computer-based study of thoughts and emotions expressed in
a text. The researchers note that in the process of sentiment analysis,
the input text data is usually converted into a numerical representa-
tion. According to the researchers, the method of exact embedding
is usually used for such a representation, which does not take into
account the context of each word in the sentence. The authors
see the solution to this shortcoming in updating the bidirectional
encoding with transformation (BERT) model. The latter allows
us to obtain textual representations based on the context and posi-
tion of words in a sentence. In their work, the researchers extend
the previous hybrid deep learning using the BERT representation
to analyze Indonesian sentiment.

The use of transformational neural network models, such as
GPT, which generate human-like speech and predict the human
brain's reactions to language, is discussed in the study of G. Tuck-
ute et al. [4]. In the analyzed study, the authors use brain responses
to 1000 different sentences measured by functional MRI. By using
a neural network model to identify new sentences, the researchers
show the ability to predict the magnitude of brain responses asso-
ciated with them. In addition, the authors use the neural network
model to identify new sentences that are predicted to stimulate or
inhibit responses in the human language network. The researchers
emphasize that these new sentences, selected using the above model,
do indeed strongly stimulate and inhibit the activity of human lan-
guage areas in new people. The authors note that a systematic analy-
sis of the sentences selected by the neural network model shows that
the unexpectedness and quality of the formed construct on the lin-
guistic input are the pivotal factors of the strength of the reaction
in the language network. In turn, the results obtained by the resear-
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chers confirm the ability of neural network models not only to imi-
tate human speech but also to non-invasively monitor neural acti-
vity in higher cortical areas, such as the language network.

The problem of the difficulties faced by neural network models
in the process of executing and evaluating a small amount of trai-
ning data is addressed in the study of Z. Wang et al. [5] In the ana-
lyzed study, the authors confirm the performance of neural net-
work modeling of language units using multilayer neural networks.
The scientists emphasize that the above networks are representative
of performing similarity/difference search tasks with limited prior
information. The researchers highlight the peculiarities of using
multilayer neural networks (Siamese and triplet) for new machine
learning systems. The authors present Siamese and triplet networks,
focusing on their training and output processes. The researchers
focus on hardware-efficient schemes for implementing the above
networks. In addition, the researchers analyze and evaluate their
effective training under different types of hardware errors, and pre-
sent the latest noise-resistant methods that should be updated
in working with them.

The correlation between the success of training a neural network
model and the features of its architecture (in particular, the speci-
fics of the latter's search) is presented in the study of R. Miikku-
lainen et al. [6]. In the analyzed study, the authors present the auto-
mated method CoDeepNEAT, designed to optimize deep learning
architectures through evolution. The latter is achieved by extend-
ing existing neuroevolution methods to topology, components,
and hyperparameters, which is productive for object recognition
and language modeling. In addition, the aforementioned method
supports the creation of a real-world application of automated
image captioning on the journal’s website. The researchers note that
the expected growth in available computing power suggests that
deep network evolution is a promising approach to building deep
learning applications in the future.

The analysis of recurrent neural networks (hereinafter - RNN),
which are efficient for processing complex tasks (automatic transla-
tion, speech recognition, etc.), is presented in the study of D. Hopfe,
K. Lee, C. Yu [7]. In this study, the authors examine various neural
network models (RNNs, LSTM, GRU, deep LSTM, bidirectional
LSTM, multidimensional RNNs, and multidimensional LSTM) in
the context of efficiency and adaptability, comparing them with
standard time series models (ARIMA, SARIMA, and SARIMAX)
for short-term forecasting. The researchers argue that the inherent
nonlinearity actualization of RNNs increases during unstable condi-
tions, but it practically disappears during stable ones.

The specifics of the internal dynamics of an artificial neural net-
work in the context of NLP (in particular, the peculiarities of under-
standing N400 sentences) are presented in the study of A. Lopo-
polo, M. Rabovsky [8]. In this study, the authors directly model
the N400 amplitude obtained during the processing of naturalistic
sentences, using as a predictor the update of the distributed rep-
resentation of the sentence meaning generated by the sentence
gestalt model trained on a large text corpus. The above, according
to the scientists, makes it possible to quantitatively predict N400
amplitudes based on a cognitively motivated model, as well as to
quantitatively compare this model with alternative N400 models.
In particular, they compare the actualization measure from the SG
model with the surprise measure estimated by a comparable lan-
guage model trained on next-word prediction. The researchers
argue that the results suggest that both sentence gestalt updating
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and surprise predict aspects of N400 amplitude. Thus, they note that
N400 amplitudes may reflect two distinct, but likely closely related,
subprocesses that contribute to sentence processing.

Instead, the study of the correlation between deep learning
algorithms for speech processing and the parameterization of pro-
nunciation error detection and diagnosis is presented M. Lounis,
B. Dendani, H. Bahi [9]. The analyzed study presents a thorough
statistical analysis that the authors conducted by extracting spe-
cific data from 53 articles published in 2015-2023. The research-
ers note that their review shows that the diagnosis of pronunciation
errors is a very active field of research. Many deep learning models
and approaches have been proposed, but there are still some impor-
tant open questions and limitations.

The specifics of linguistic data processing for Text-to-
Speech (hereinafter — TTS) conversion are covered in the study
R. Liu et al. [10], in which the authors note that with the devel-
opment of deep learning, TTS models based on encoder-decoder
demonstrate excellent performance. The researchers collected
large unsupervised text data to pre-train a BERT-like language
model and then applied the trained language model to extract
deep linguistic information for the input text of the TTS model
to improve the naturalness of the final synthesized speech. The
researchers emphasize that to fully utilize the linguistic infor-
mation associated with prosody in agglutinative languages,
they incorporated morphological information into the training
of the language model and built a morphology-based masking
BERT model (MAM-BERT).

A theoretical and applied study of the linguistic means
of expressing the category of temporality in modern political dis-
course is presented in the study D. Marieiev et al. [11]. In the ana-
lyzed study, the authors argue that the emergence of new challenges
of today necessitates the modernization of approaches to under-
standing the category of time and its connection with the politi-
cal life of the state. The scholars argue that the above results in
the widespread use of linguistic means since the current trends
of globalization require an adequate perception of the need for
political change and its temporality. The researchers emphasize
that the study of the phenomenon of temporality in political dis-
course as a two-pronged objective and subjective category of cog-
nition of the world and political life in time, as well as the linguistic
means of its expression, is becoming increasingly relevant. Thus,
the study found that the category of temporality involves compre-
hension and interpretation of past political events, objective assess-
ment and vision of the current state of functioning of the political
sphere, and making the right decisions in the future. In addition, it
has been found that the most common linguistic means of express-
ing temporality in modern political discourse are manipulations.
The latter is an effective means of influencing the public conscious-
ness and forming an opinion about the current state and trends in
the development of political processes.

Thus, the analysis of the historiography on the problem
of research on the lingo-pragmatic features of neural network
modeling of language units has made it possible to highlight
the prevailing trends in the modern scientific discourse and to
highlight the gaps in it. Thus, despite the leading role of neural
network modeling of language units as an innovative tool for
humanities research (in particular, linguistic research), the ana-
lyzed historiography shows insufficient study of the actual linguis-

tic and pragmatic features of this process (for example, in the con-
text of machine learning, etc.). Our research aims to fill these gaps
and study the peculiarities of the above process in the context
of working with textual data.

Formation of the purpose of the article (statement
of the task). The purpose of the article is to consider the lingo-prag-
matic features of neural network modeling of language units.
The subject is the specifics of the above phenomenon in the context
of machine learning and the work of artificial neural networks as an
innovative tool of linguistic science.

Presentation of the main research material with full justi-
fication of the scientific results obtained. The above statement
of the problem and the analysis of recent research and publications
have shown the relevance of neural network modeling of language
units in the context of the humanities (linguistics, philosophy
of language, etc.) and natural sciences (physics, biology, etc.), as
well as the sciences that are at their intersection (data science, sta-
tistics, etc.). First and foremost, the productivity of such modeling
is related to the processes of language analysis and generation,
which produce a more thorough understanding of its phenomenon,
structure, parameterization, etc., as well as the genesis of language
technologies.

However, for this study, it seems logical to start with the con-
cept of “modeling”, since it is the core concept for understanding
the specifics of its course and dynamics. For example, the Dic-
tionary of the Ukrainian Language defines it through the action
of “modeling”, representing it as “creating a model of someone
or something” [12]), while the same source positions the con-
cept of “model” as “a scheme of an object or phenomenon” [13].
Thus, modeling, in this interpretation, is positioned as the process
of creating a model of someone or something that is inherently
representative of the above.

It is noteworthy that the Cambridge Dictionary defines “mod-
eling” as an activity “aimed at updating mathematical models
(descriptions of a system or process) to predict or make certain cal-
culations” [14]. The above concept must be close in meaning to
“simulation”, which, in turn, also refers to the process of modeling.
This is because it consists in creating “models of a set of problems
or events that can be used to teach someone something”, or is, in
fact, “the process of creating such a model” [15]. At the same time,
under the concept of “model”, the source positions “something that
can be copied because it is an extremely successful example of its
type” [16]. Therefore, the process of modeling, based on the above,
is an activity of updating models (representative examples of a cer-
tain type) for forecasting or making certain calculations.

Thus, modeling is an activity aimed at studying certain objects
through the study of models representative of their functioning.
The purpose of the modeling process is to comprehend the specif-
ics of the latter's functioning and to predict their dynamics. It is
noteworthy that the Cambridge Dictionary provides a more specific
interpretation of the concept of the tasks of language modeling,
which, in a narrow sense, is to predict the next word in a text based
on the previous one. The result of such a process in the field of NLP
is a specific practical application in the form of intelligent keyboards
(for example, T9), suggestions of templates for possible responses
to messages or e-mails (for example, several applications, applica-
tions, and browser extensions based on ChatGPT), automatic error
correction (for example, Grammarly), etc.
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The first language neural network model was built based on
Yoshua Bengio’s artificial neural network for direct propaga-
tion [17] in 2001. The input data for the aforementioned language
neural network model were modified texts. We are talking about
vectorization of the latter data — a process that consists of the numer-
ical representation (by vectors of real numbers) of the input infor-
mation so that the neural network model can process it. Today,
the most popular variant of vector representations of words is word
embeddings. The latter are compressed vectors that are transferred
to a hidden layer, the output of which is then sent to the softmax
layer, where the activation function is triggered. It is this function
that is responsible for determining which of the signals will be fur-
ther developed and which will not and is essentially responsible for
the output of the entire model [18].

It is noteworthy that neural network modeling of language units
is the basis for many further steps related to machine and deep learn-
ing. In particular, we are talking about the operation of the following
neural network models: a) word2vec, which simplifies the process
of language modeling; b) sequence-to-sequence (seq2seq), which
generates the output sequence by predicting one word at a time:
it is used for machine translation, data mining, etc.; c) pre-trained
language models, which are used to represent language models for
transfer learning, i.e., using the results of one artificial neural net-
work to train another [18].

It is advisable to focus on the vector representation of words,
which was further developed after the innovation of T. Mikolov,
W.-t. Yih, G. Zweig [19], the essence of which is to remove the hid-
den layer and approximate the target. The aforementioned changes
resulted in a more efficient implementation of the word2vec model,
producing massive training of vector representations of words. It
is noteworthy that the latter has two types that differ in their pur-
pose: a) a “continuous bag of words” that predicts a central word
based on the surrounding words, and b) a “skip-gram” that performs
the opposite of the above type.

It should be noted that, in terms of their performance, the above
vector representations do not differ from those acquired by an arti-
ficial neural network with a direct connection. However, training
on a large corpus of texts allows them, unlike the above, to learn to
approximate gender and species relations between words and their
forms. It is noteworthy that the senses underlying such relations
were, in fact, the primary interest of scientists (linguists, mathema-
ticians, and others) in the vector representation of words. In par-
ticular, there are several studies devoted to the existence, dynam-
ics, and transformational changes of the above-mentioned linear
relations. However, subsequent works have shown the fluctuating
nature of such relations: for example, the relations between words
cannot always be determined objectively [18].

The aforementioned specificity has led to the development
of vector representations of words, which has naturally become
a core area of NLP. The latter is because updating pre-trained
representations for the initialization process improves the perfor-
mance of several tasks. For example, the relationship between
words and their vector representations used to be largely unclear
and almost mystical. However, the basis for the word2vec algo-
rithm, which is based on determining such relationships, is matrix
factorization methods.

In particular, we are talking about the use of classical approaches
to matrix factorization: a) singular-value decomposition, which
is a generalization of the eigenvalue decomposition of a matrix

of a nonnegatively definite normal matrix into an m X n matrix
as a generalization of the polar decomposition; b) latent semantic
analysis, which is a method of processing information in natural
language (in particular, distributional semantics) that highlights
the correlation between a set of documents and the terms that are
present in them by creating a set of concepts: the aforementioned
method is based on the hypothesis that words with similar mean-
ings will be present in similar texts. Thus, the use of the above
approaches allows us to obtain the same results as with word2vec.

It is worth noting that the above algorithm is promising beyond
the word level: for example, the skip-gram with a negative sampling
model is productive. This is because such a model is convenient for
training vector representations based on the local context, as well
as for creating vector representations of sentences [19]. In addi-
tion, it is used outside the NPL domain: for example, in networks
or biological sequences, etc. An interesting area is the projection
of vector representations of words from different languages into
a single space to provide interlanguage translation (from scratch).
Teaching the latter in good quality exclusively without a teacher
is becoming increasingly popular (at least for similar languages).
The above-mentioned finds its application in translation from and to
low-resource languages, as well as in machine translation without
a teacher [18].

Over time, the aforementioned direct-coupled artificial neu-
ral networks have been replaced in language modeling by RNNs
and long short-term memory artificial neural networks (LSTMs) [7].
It is noteworthy that the latter have undergone several transforma-
tional changes in recent years with the help of new language mod-
els that have significantly expanded their specific capabilities. It
is worth noting that the above-mentioned RNNs are the most pro-
ductive for language modeling since building a language model is
atype of unsupervised learning, The latter allowed Yann LeCun [17]
to call such learning predictive or predictive, which, in turn, led
the researcher to position it as a core condition for the formation
of strong artificial intelligence.

Subsequently, neural network models were widely expanded
into NLP: it is noteworthy that three main types of artificial neural
networks are most commonly used. We are talking about actual-
ization:

1. RNNs are one of the most productive types due to their spe-
cific feature of having an internal memory. In addition, their signif-
icant advantage is the processing of huge amounts of data, which is
optimal for linguistic research, as well as the emergence of the afore-
mentioned long-term short-term memory (LSTM). In turn, the lat-
ter allows the user to update important details of the input data in
the work of an artificial neural network, which would be lost in
the process of their operation in other types of networks. This type
of artificial neural network is evident when working with dynamic
input sequences, which are ubiquitous in NLP. The aforementioned
emergence of LSTM networks allowed us to eliminate the problem
of the vanishing (or exploding) gradient.

2. Convolutional neural network (hereinafter — CNNs) — a pow-
erful tool that updates a sequence of convolutional or merging layers
to extract information from an image. This type of artificial neural
network is productive for solving computer vision and image pro-
cessing tasks. In the process of this neural network operation, con-
volutional layers are used to extract several elements (edges, tex-
tures, parts of objects). The above extraction process is performed
by convolving the input data (image) using weights (a set of filters).
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The latter is superimposed on the input data to create a map: this is
done by calculating the dot product of the weights and the localized
area of the image updated by the software in the process.

3. Recursive neural networks, the essence of which is the recur-
sive application of the same set of weights to a structure. This type
is used for structural or scalar prediction of input data (structures
of variable size). The aforementioned process occurs by travers-
ing a given structure in a certain sequence (topological): they are
productive in learning sequences, which are representative of NLP
based on the vector representation of words. In particular, they have
proven to be an effective tool for learning distributed representa-
tions of structure — logic terms [20].

The real breakthrough in neural network modeling of language
units was multitasking, a general approach in which neural network
models are trained to perform various tasks on the same parameters.
This is realized by linking their weights from different layers. In this
way, the neural network model is trained to create a data representa-
tion that allows performing many tasks at once. It should be noted
that sharing the same vector representations of words produces
interaction and exchange of common low-level information — we
are talking about “specific” representations of text elements.

The idea of multitasking learning was developed by R. Collo-
bert, K. Kavukcuoglu, C. Farabet [21], whose work also put
forward other ideas. In particular, the creation of pre-trained
matrices of vector representations of words and the use of arti-
ficial CNNs to work with text data. The novelty of the latter
was that this type of artificial neural network had not been actu-
alized in NLP. In the context of the latter, this type of training
is used in several cases: for example, a neural network model
can be tasked with searching for mentions of inanimate objects
in the analyzed data.

It is clear that developers do not need this information, but
rather use it to clarify the main task: for example, it can be a pre-
diction of the next word. First and foremost, updating the multi-
tasking learning means that the main model will get better features
at the input. In turn, evaluating the performance of neural network
models based on the results of solving several tasks allows us to find
out their generalization capabilities.

It is noteworthy that the vast majority of achievements in
the field of NLP can be reduced to one type of neural network mo-
deling of language units. However, to achieve a real breakthrough
and the cornerstone of integrated artificial intelligence research —
natural language understanding — simple training on raw, unpro-
cessed texts is not enough. This is because it is necessary to search
for new methods and create neural network models with different
functionality. However, the approach to language modeling based
on the above-mentioned RNNs is currently dominant, due to
the ability of this type of artificial neural network to process unlim-
ited context [22].

Conclusions from the study and prospects for further
research in this area. In the context of linguistic science, neural
network modeling is a relevant and innovative tool for conducting
modern research (first of all, we are talking about comparative lin-
guistics, corpus, computer, etc. linguistics). In particular, neural net-
work modeling is productive for use in the learning process:

—semantics (this refers to the ability of artificial neural networks
to capture the context and peculiarities of transformational changes
in the meaning of language corpora, which occurs due to properly
structured training);

— lexicology (we are talking about modifications of the meaning
of language units, the tracking of the genesis of which is possible
due to the interaction of an artificial neural network with an array
of text data (large corpora): thus, in the process of interaction,
shades of meanings and changes in the actualization of certain lexi-
cal units (words) in different situations are taken into account);

— stylistics (this means improving the localization of complex
sense constructions related to emotionality (irony, sarcasm, absur-
dity, etc.), which, in turn, will allow taking into account not only
the surface meanings of words but also the specifics of their emo-
tional differentiation, distinguishing, with the help of an artificial
neural network, shades of semantics and their stylistic functionality);

— translation studies (the possibility of a structured representa-
tion of contextual data, which, in turn, produces a better distinction
between shades of meaning and features of linguistic pragmatics
related to the specifics of their actualization);

— integrated linguistic analysis (we are talking about cross-
modal analysis, which studies intertextual, inter-auditory,
and intermedial relations, which produces a deeper understanding
of the peculiarities of the use of language units in the communica-
tion plane (ranked by several communicative acts and the specifics
of their deployment and dynamics)), etc.

Thus, neural network modeling of language units actualizes
innovative tools and produces new challenges and opportunities for
industry research. We are talking about the prospects of improving
neural network models on large data corpora (for example, lexi-
cology, phraseology), building their training process (for example,
semantics, morphology), and producing on its basis an understan-
ding of complex language structures (for example, derivatology,
syntax) and improving interaction in the context of language prag-
matics (for example, semantics, stylistics).

The above shows that neural network modeling of language
units is a productive area of linguistic research. It is notewor-
thy that the impact of its existence in the context of technology
and socio-cultural transformations is significant. First of all, it
means that the study of linguistic and pragmatic aspects in this
context will produce the creation of more intellectually intensive
and adaptive systems at the intersection of the linguistic poly sys-
tem and digitalization processes (for example, data science).
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JoBrans  O. JlinrpomparmMatu4Hi  0co6JuBoOCTi
HelipoMepeskeBOro MoJeTI0BAHHSI MOBHUX OAMHHIIb

AHortanisg. CTarTs BUCBITJIIOE Miclle HEHPOMEPEKEBOro
MOJICJIIOBaHHSI MOBHHX OJMHHIb SK aKTyaJbHOTO Ta iHHOBa-
IIHOTO IHCTPYMEHTY JUIsl IPOBEJICHHS CYy4YaCHHUX JIOCIIIKCHb
(TIepII0F0 YePror, MOBUTKCS MPO 3iCTABHE MOBO3HABCTBO, KOP-
MyCHY, KOMIT FOTEPHY TOIIO JIHIBICTHKY). AKIICHTOBaHO yBary
Ha MIPOAYKTUBHOCTI OCTAHHBOTO JJIsl BAKOPHCTAHHS B TIPOIIECi
BUBYCHHS: CEMaHTUKH (HIETHCS MPO 30aTHICTh ITYYHUX HEH-
POHHUX MEpek BIOBIIOBATH KOHTEKCT Ta OCOOIMBOCTI TPaHC-
(dhopmaniiHUX 3MiH 3HAYECHHS MOBHHX KOPITYCiB, IO BinOy-
BA€ThCS 32 PAXYHOK IPABIIBHO BUOYJOBYBAaHOTO HAaBYAHHS);
JIEKCUKOJIOTIi (MOBHUTBCS MPO BUIO3MIHHM 3HAYECHHS MOBHHUX
OJIMHUIIb, BiICTe)KCHHS TeHE3U SKOTO MOXKJIUBE 3aB/ISIKH B3a€-
MOZii IITy4HOI HeHPOHHOT MEPEIKi 3 MACUBOM TEKCTOBUX JJAaHUX
(BemMKUX KOPITYCiB): Tak, B Mpoleci B3aeMoii BinOyBaeThCs
BpaxyBaHHS BIATIHKIB 3HaU€Hb Ta 3MiH y aKkTyalizalii Tux 4u
TUX JIEKCUYHHUX OJMHUIb (CIIB) Y PI3HUX CUTYyallisX); CTHIIIC-
TUKHU (Ma€eThCst Ha YBa3i BIIOCKOHAJICHHS JIOKai3alii CKIIaJHUX
CMMCJIOBUX KOHCTPYKLiH, IIOB’A3aHUX 3 EMOTUBHICTIO (1pOHis,
capkasM, abCypau3allisi TOIIO), IO CBOEIO YEPrOK0 J03BOIUTH
BpaxyBaTH HE JIMIIE OBEPXHEBI 3HAUECHHSI CIiB, a i crenudi-
Ky 1X eMOTHBHOI IudepeHiiaii, po3pi3HIOUH, 3a OIOMO-
TOI0 IITYYHOT HEHPOHHOT MEpEeXi, BIATIHKM CEMAaHTHKH Ta 1X
CTHJIBOBY (DYHKIIHHICTB); MEpeKiiajo3HaBcTBa (MOXKIUBICTD
CTPYKTYpPOBaHOI pernpe3eHTallii KOHTCKCTyalbHUX JIaHHX, 1110,
CBOEIO YEProro, MPOYKY€E Kpallle po3pi3HEHHS BIATIHKIB 3Ha-
YeHb Ta OCOOIMBOCTE MOBHOI MparMaTHKH, sKka TOB’s3aHa
3 crienuikoro X akTyasi3allii); IHTerpOBaHOTO JIHIBICTHYHO-
ro aHami3zy (MOBHUTBCS PO KPOCMOJAANBHHUN aHAIi3, y MeXax
SIKOTO BHBYAIOTh IHTEPTEKCTYallbHI, IHTEpay/IiajibHI Ta iHTep-
MeJlianabHi 3B’S3KH, MO TPOAYKYE TIHOIIC PO3YMIHHS OCO-
OnmBoOCTEH MOOYTYBaHHS MOBHHX OJMHHIb B KOMYHIKAIiHHIH
IUTONIHHI (PaH)KOBaHI HU3KOK KOMYHIKaTUBHUX aKTiB Ta CIIe-
1 }iKoro IX pO3ropTaHHs i AMHAMIKH)) TOIIIO.

OTxe, HeHpOMepeKeBe MOJCIIOBAHHS MOBHHX OIMHHIIb
aKTyali3ye iHHOBaliMHUI iHCTpyMeHTapiil Ta IPOoyKy€e HOBI
BUKJIMKH /i MOXKJTMBOCTI JUTsl TATy3€BUX JIOCHIKeHb. MOBHTh-
Cs1 IIPO NEPCIEKTUBYU BIOCKOHAIEHHS HEHPOMEPEKEBUX MOJIE-
Jei Ha BEIMKHUX KOpIIycax JaHUX (O IPHKIALy, JIEKCHKO-
jorisi, ¢paseosnoris), BUOyAOBYBaHHS IPOLECY iX HaBYAHHSI
(1o mpuxsazny, ceMaHTHKa, MOP(OIOrisi) Ta NPOLyKyBaHHS
Ha HOro MiArpyHTI PO3YMiHHS HUMHU CKJIQJHMX MOBHUX KOH-
CTPYKLIH (IO MpHKIany, AEPUBATONIOTIS, CHHTAKCHC) U BHO-
CKOHAJICHHS B3a€MOJIii B KOHTEKCTI MOBHOI MparMatuku (10
MPUKJIaly, CEMaHTHKa, CTUIICTUKA). BuIie3a3HaueHne 3acBif-
qye, 0 HEHpOMEpe)KeBe MOJCNIIOBAHHS MOBHHX OIMHUIID
€ TPOAYKTHBHUM HAIMPSIMOM JIHI'BICTUYHOTO JOCIIiPKCHHS.
TIpukMeTHO, 1110 BIJIMB HOTO MOOYTYBaHHS B KOHTEKCTI (yHK-
[IOHYBaHHS TEXHOJIOTIH Ta COLIOKYJIBTYpHHUX TpaHc(OopMarllii
€ BaroMUM. MOBUTECS, TEPILIOI0 Yeproro, IMpo Te, IO J0CTi-
JOKSHHS JITHTBOIIPArMaTHYHUX ACIIEKTiB y O3HAYe€HOMY KOH-
TEKCTI MPOAYKYBaTHME CTBOPEHHS IHTEIEKTYaJbHOEMHIIINX
Ta aJaNTHBHIIIMX CUCTEM Ha MEepeTHUHI MOOYTYBaHHS MOBHOL
MOJICUCTEMH W JUDKATANI3AMIHHEX TPOLECiB (0 MPHKIALTY,
HayKa Ipo JaHi).

Kuarwu4oBi cioBa: MOBHI OJUHUII, aHAII3 MOBHUX OMH-
HHIb, TEKCTOBHI aHalli3, MAllMHHE HABYAHHS, IITYYHI HEH-
POHHI Mepexi, HeHPOMepeKeBE MOJICITIOBAHHSI.




